4748

IEEE INTERNET OF THINGS JOURNAL, VOL. 9, NO. 6, MARCH 15, 2022

RAN Slicing in Multi-MVNO Environment Under
Dynamic Channel Conditions

Darshan A. Ravi*, Vijay K. Shah™, Chengzhang Li

, Graduate Student Member, IEEE,

Y. Thomas Hou™, and Jeffrey H. Reed™, Fellow, IEEE

Abstract—With the increasing diversity in the requirement of
wireless services with guaranteed Quality of Service (QoS), radio
access network (RAN) slicing becomes an important aspect in
implementation of next-generation wireless systems (5G). RAN
slicing involves the division of network resources into many logi-
cal segments where each segment has specific QoS and can serve
users of the mobile virtual network operator (MVNO) with these
requirements. This allows the network operator (NO) to provide
service to multiple MVNOs each with different service require-
ments. Efficient allocation of the available resources to slices
becomes vital in determining the number of users and therefore,
the number of MVNOs that a NO can support. In this work,
we study the problem of the modulation and coding scheme
(MCS)-aware RAN slicing (MaRS) in the context of a wireless
system having MVNOs which have users with minimum data rate
requirement. Channel quality indicator (CQI) report sent from
each user in the network determines the MCS selected, which in
turn determines the achievable data rate. But the channel con-
ditions might not remain the same for the entire duration of a
user being served. For this reason, we consider the channel con-
ditions to be dynamic where the choice of the MCS level varies at
each time instant. We model the MaRS problem as a NonLinear
Programming problem and show that it is NP-Hard. Next, we
propose a solution based on the greedy algorithm paradigm.
We then develop an upper performance bound for this problem
and finally evaluate the performance of the proposed solution
by comparing it against the upper bound under various channel
and network configurations.

Index Terms—S5G and beyond networks, dynamic channel
conditions, performance bound, radio access network (RAN)
slicing.

I. INTRODUCTION

ITH the advent of the Internet of Things (IoT), the
Wnumber of devices accessing the Internet has been
increasing exponentially. Ericsson has estimated that about
5 billion IoT devices will be connected to the Internet
and about 2.6 billion 5G subscriptions by the end of
2025 [1]. Efficient utilization of available spectrum resources
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becomes vital to accommodate this growth. Adding to this
requirement is the complexity of users having varied Quality
of Service (QoS) requirements.

To address this complexity, the radio access network (RAN)
slicing technology has been widely adopted by several indus-
trial communities [2], [3]. With the help of RAN slicing,
operators can perform service customization, isolation, and
multitenancy support on common physical network infras-
tructure by enabling logical as well as physical separation
of network resources [4]. This multitenancy support enables
network operators (NOs) to support multiple mobile virtual
NOs (MVNOs) in the form of a slice. The Third-Generation
Partnership Project (3GPP) has identified network slicing as
one of the key technologies to achieve varied performance
requirements—such as high throughput, high-security goals in
5G networks [5].

One of the key features of RAN slicing is that—MVNOs
are assigned slices that are independent of one another [6].
That is, the allocation of the radio resources is up to the NO
who can allocate them at will, based on the QoS requirement
while ensuring complete isolation between slices. The NO we
consider is based on software defined-RAN (SD-RAN) con-
troller architecture comprising of a Slice Manager and MVNO
specific scheduler. The NO architecture is formally introduced
in Section III.

Once the QoS requirements for each MVNO are collected
by NO, the core problem lies in the allocation of scarce
spectrum resources such that each MVNO’s QoS require-
ment is met for all its users. We consider spectrum resources
as resource block (RB). This is a difficult problem because
over-provisioning of RB for a user, will result in wastage,
and under-provisioning might not meet the QoS requirements.
Therefore, the design of an efficient slicing algorithm to meet
each MVNO user’s requirement is a key for optimal usage of
RB. Also, from a business standpoint, optimal usage of RB
which will result in the increased number of users served in a
time slot and thereby increased number of MVNOs supported
by a fixed number of RB is of great interest.

One of the factors which influence the slicing decision is
the channel condition experienced by the RB during its path
toward the users. To convey the channel information, each user
in the network sends a channel quality indicator (CQI) report
back to the NO. Often in real-world scenarios, the channel
conditions do not remain the same. They keep varying with
respect to time and frequency. In order to take into account this
dynamic channel condition, the users send the CQI report in
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regular intervals with its periodicity determined by the NO and
in between this interval, the channel conditions are assumed
to remain same [7]. To remain close to reality, we consider
dynamic channel conditions in our work.

We illustrate the problem of RAN slicing under dynamic
channel conditions by considering the minimum data rate
per time slot for each user as a specification by MVNOs.
Calculation of data rate for a user at a given time depends
on the modulation and coding scheme (MCS) level chosen for
the user by the NO at that time. Choice of MCS level in turn
depends on the CQI report sent from the users of MVNO.
Now, the problem we are addressing in this article is, how do
we create a channel conditions aware slice for each MVNO
such that, the maximum number of MVNO user’s minimum
data rate requirement is met.

From the IoT applications standpoint, this problem is cru-
cial to support the scalability and diverse requirement of IoT
devices under a resource crunch situation. We can envision a
unique slice created in the RAN, specific for IoT to support
a specific IoT application. In this article, we have shown how
the slice can be created when an IoT application requirement
is the minimum data rate.

Even though the RAN resource allocation issue has been
studied extensively in the recent past [6], [8], [9], the problem
of resource allocation to MVNOs under dynamic channel con-
ditions is relatively new. This is discussed more in Section II.
The design of efficient resource allocation/slicing enforcement
algorithm is not trivial and is met with unique challenges.

1) Users Maximization: Meeting the minimum data rate
requirement for the maximum number of MVNO users
in the slice time slot. This can be achieved by choosing
the optimal number of RB and the MCS level for each
user.

2) Orthogonality: Each RB should be allocated to only one
user across all MVNOs at a given time slot to avoid
interference [10]-[12].

This work aims to design, analyze, and validate the MCS-
aware RAN slicing (MaRS) algorithm that takes into consid-
eration the challenges mentioned above. To summarize, this
work makes the following contributions.

1) We formulate the MaRS problem as a Nonlinear
Programming Optimization problem in Section V using
the model developed in Section III. We will also prove
the NP Hardness of the MaRS problem.

2) We propose a solution for this problem using the greedy
algorithm paradigm in Section VI.

3) We develop an upper performance bound for the MaRS
algorithm in Section VIIL.

4) We provide an implementation of the proposed solution
and carry out an exhaustive evaluation in Section VIIL.

II. RELATED WORKS

There has been significant work to address the problem of
RAN slicing, especially in the recent past. There have been
many excellent surveys on this topic [4], [10], [12]-[14]. The
authors in these surveys provide comprehensive information
regarding the work being done on this topic. Additionally,
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a book has been published on the topic of RAN slicing
where many slicing algorithms have been proposed [15].
Specifically [13] covers the advancements in RAN slicing
which is based on the software-defined network (SDN) archi-
tecture. The architecture considered in our work loosely
follows the work covered in [13].

In the recent works, the RAN slicing problem [16]—[18]
has been dealt by designing solutions using various the-
oretical means optimization [19], [20], game theory [21].
There have also been many advancements where several
machine learning approaches have been used to address the
RAN slicing problem—{Reinforcement Learning [22], Deep
Learning [23]-[25]}. These machine learning approaches are
not suitable for deployment due to their huge data require-
ments for training and the time it requires to do so. Moreover,
accurate predictions of the channel conditions are required to
make the slicing algorithm effective.

One of the key limitations of these works is that it does not
show the actual deployment of RAN slices on top of a physi-
cal network. Although D’Oro et al. [9] discussed RAN slicing
policies and enforcement problems by considering fine-grained
control of resources, it falls short when we bring in dynamic
channel conditions. Moreover, the problem formulation con-
siders slice as allocation of a certain percentage of RBs from
a given pool without considering the underlying requirement
for these slices.

One of the works which closely focuses on addressing the
RB allocation problem is [11]. The authors propose an RB
partitioning algorithm that focuses on allocating RB to every
MVNO by simultaneously maximizing the percentage of sat-
isfied MVNOs while allocating the minimum amount of RB.
However, the problem in [11] does not take into account the
dynamic channel conditions.

Our work can be closely compared to [8]. Papa er al. [8]
addressed the problem of RAN slicing by considering dynamic
channel conditions in an SD-RAN-based architecture. One of
the key architectural differences between our work and [8] is
the flexibility offered to the MVNO in the SD-RAN archi-
tecture. Papa et al. [8] considered individual Slice Managers
for each slice but a common scheduler for all the users. This
provides very little flexibility for MVNOs. In our work, we
consider an independent scheduler for all MVNOs. This allows
MVNO, the option of choosing its users for scheduling at each
time interval. Section III discusses this in detail.

Korrai et al. [26] addressed the RAN slicing problem for
multiplexing eMBB and URLLC slices. Although this arti-
cle [26], considers the MCS selection in the design of the
slicing algorithm, it again falls short in providing MVNO
the flexibility in scheduling as the architecture considered is
completely different.

This article [27], [28] present a framework for LTE virtual-
ization. The authors propose an architecture for virtualizing the
LTE base stations (called eNodeB in LTE architecture) with
the objective of having different operators sharing the same
physical resources. The solution is based on a hypervisor (as
in CPU virtualization), which hosts different virtual nodes,
allocates the resources, and is responsible for spectrum shar-
ing and data multiplexing. In [29], the framework from [27]
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Fig. 1. SD-RAN slicing architecture.

and [28] is used to present an algorithm for scheduling phys-
ical RB for the virtual nodes. The main idea of this algorithm
is that if an eNodeB is overloaded and a neighbor eNodeB
has available resources, a user is selected to be migrated to
the unloaded eNodeB. Although the concept of centralized
control is similar to our work, the problem statement is com-
pletely different. In our work, we are addressing the problem
of RAN slicing in a multi-MVNO environment as opposed to
resource sharing.

In summary, our work addresses the shortcomings of these
papers by providing more flexibility to the MVNOs, devel-
oping an efficient slicing algorithm with dynamic channel
conditions, and carrying out a thorough validation.

III. SYSTEM MODEL

We consider an NO administering a single 5G RAN base
station B and set of M = {1,2,...,M} MVNOs as depicted
in Fig. 1. The NO serves the MVNOs by creating vir-
tual RAN slices built on top of the underlying physical
network B. We split NO functionally into Slice Manager and
MVNO scheduler. This architecture lies in line with 5G RAN
concepts, where the management and orchestration are imple-
mented as an SDN. We adopt the architecture principle similar
to [8]-[30], and include additional features to aid the proposed
slicing procedure.

Once the NO collects the minimum data rate slice request
from all MVNOs, it creates an instance of MVNO sched-
uler for each MVNO in the network. We define Ain as the
minimum data rate requirement for each user i of MVNO
Vi € mm € M Vm. MVNO Scheduler for all m € M
provides a scheduling order of users belonging to m, U,
to the Slice Manager. The Slice Manager, which has the
CQI information for each user in the network, dynamically
assigns the resources on B to each MVNO slice based on this
scheduling order sent by the MVNO. The advantage of this
architecture is that it leaves the choice of scheduler implemen-
tation, up to the MVNO. Each MVNO may employ a unique
scheduling algorithm.

Since the BS follows the 5G cellular technology, spectrum
resources are organized as grids of RB, that span across both
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time and frequency domains [31]. Each RB represents the min-
imum Spatio-temporal scheduling unit. Considering Ngp and
T as the number of available subcarriers and temporal slots,
respectively, the set of available RB is |Ry| = Ngp x T in the
physical RAN network for a certain bandwidth.

Implication of Time Slot T: Theoretically, the time slot
T can range from 1 TTI(¥) to 1000’s of TTIs, depending
upon how dynamically the Slice Manager wishes to oper-
ate resource slicing policy. Under realistic consideration and
in lieu with next-generation O-RAN architecture [32], it is
expected that the slicing manager will either reside in nonreal-
time ran intelligent controller (RIC) or near-real-time RIC,
which are, respectively, in order of > 1s and (10-1000 ms)
time scales [33]. Thus, in our work, we consider that 7" will be
a large value, in the range of several milliseconds. Further, we
consider the user’s minimum data rate requirement is defined
per time slot 7.

Dynamic Channel Conditions: We consider the channel con-
ditions to be dynamic in nature and may vary in frequency
and time, but remain consistent within the time slot 7. This
is similar to aperiodic CSI reporting [7]. Depending on the
channel condition obtained from CQI reports for users of the
MVNOs being served, the Slice Manager determines a suit-
able MCS for transmission depending on each MVNO user’s
minimum data rate requirement, out of 29 MCS levels as per
5G 3GPP specification [31]. Let C denote the set of avail-
able MCS, i.e., C ={0, 1, ..., 28}. The MCS determines how
much information (in bits) is modulated and coded in each
RB by the BS. The higher the MCS is, the higher the modula-
tion and coding rate is. That means, the maximum amount of
information that can be transmitted on one RB also depends
on the channel conditions. If the channel condition is poor and
the NO uses a high MCS, then the information carried in the
RB will not be successfully received and decoded. Therefore,
the achievable data rate by an RB depends on both the MCS
level chosen by the NO as well as the channel condition for
this RB.

Let q;’,-’ denotes the maximum MCS that can be used for a

m

certain RB r to serve a user !, € Uy, such that the information
carried in RB can be successfully received by the user at TTI
teT

1<q <|Cl.
Let v! denote the modulation and coding rate for an RB

under MCS ¢ € C and d;;-c’t denote the maximum achievable
m

data rate by RB r for the user u!, under MCS ¢ € C at time
teT. If c < q:’it, the transmission would be successful and

the achievable data rate is v’. Otherwise, the transmission
would be unsuccessful and the data would be lost. That is
Vol if e < q;’f

u, 0

C,t
r,(c,t _ . (1)
otherwise.

Finally, the NO also imposes a restriction on maximum
throughput allowed per MVNO slice, namely, A,,, depend-
ing on channel conditions or business requirements [34]. This
restriction prevents any individual MVNO slice from over-
loading the network. An intuitive way of selecting A’ may
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Fig. 2. SD-RAN slicing architecture workflow diagram.

be from a pure business perspective, i.e., whichever MVNO
pays the most will get higher throughput. However, in general,
the choice of maximum throughput in a multi-MVNO, limited
resources environment introduces a new problem that is out
of the scope for this work.

IV. SD-RAN WORKFLOW

Before we proceed with designing the slicing algorithm, it
is important to understand how different components in the
SD-RAN architecture interact with each other to serve users
of MVNO. In this section, we present the workflow for our
SD-RAN architecture in Fig. 1.

The NO communicates with several components before it
assigns resources to a specific user of the MVNO. After an
MVNO requests services from an NO, the task of allocating
resources can be broadly divided into four steps.

Step 1 (Acquiring RAN Information): After an MVNO sub-
mits a request for a service to the Slice Manager of the NO,
the Slice Manager acquires the RAN information. This RAN
information contains the number of users in the network for
the MVNO, the channel conditions experienced by each user,
and the available resources in terms of RB in the network to
serve the MVNO. In Fig. 2, the base station and the users in
the network are represented by a single RAN block.

Step 2 (Acquiring Scheduling Information): An instance
of the scheduler is created in the NO for each MVNO that
requests a service. It is up to the MVNO on how the scheduling
algorithm is implemented. For example, a particular MVNO
may use round-robin and other MVNO might opt for priority
scheduling. It is one of the novelties in our work where we
provide the MVNO, the flexibility of choosing the scheduling
algorithm. To make a slicing decision, the Slice Manager inter-
acts with the instance of the MVNO scheduler to acquire the
scheduling list which is a list of users and its unique minimum
data rate requirement that is generated through the MVNO
specific scheduling algorithm.

Step 3 (Making Slicing Decision): After step 2, the Slice
Manager has all the required information to make a slicing
decision. It has the list of users that it needs to serve with its
minimum data rate requirement, its channel conditions, and
the available resources in the network to serve them. Now, the
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Slice Manager limits the number of users that can be served
for an MVNO by imposing an upper bound of maximum
throughput allowed per slice. Using the MCS-aware RAN slic-
ing Algorithm, the Slice Manager makes a slicing decision by
assigning resources to the users of the multiple MVNOs across
time 7.

Step 4 (Enforcing Slicing Decision): After the Slice
Manager makes the slicing decision for time slot 7, it is con-
veyed to the MVNO scheduler and enforced on RAN. The
MVNO scheduler can use this slicing decision as an input to
generate the scheduling list for the next time slot 7.

V. PROBLEM FORMULATION

In this section, we formulate the MaRS problem as a
Nonlinear Optimization problem. The problem aims at deter-
mining the optimal set of RBs to be allocated to each MVNO
m € M in time slot T, such that the maximum number of
users can be served across MVNOs in T, by considering—
1) MVNO’s minimum bit rate requirement is met for each of
its users; 2) each MVNO scheduler’s unique user scheduling
order is ensured; and 3) the total throughput per slice does not
exceed the maximum allowable throughput set by the NO for
that MVNO slice. )

Notation: Let set Upy, = {ul, ...ty ..., u,‘(U’”l} denote the
scheduling order of all users belonging to MVNO m € M.

Decision Variables: Let u!, denotes whether a user i belong-
ing to MVNO m can be served by the Slice Manager. Let x/;"!
denote the whether a certain RB r € R is allocated to any user
ul, in MVNO m at TTI ¢ € T. Let yl‘,; denote whether an

MCS level c is chosen by a user u!, at TTI ¢

PL: max Z Z u, (2

XmYVim meM ufnel/{m

Z x;;i’t <1 Vrt 3)
uineUm
cx ylc,ln < cf,;ﬁ;;xf,’,i’t Yt i,m,r,c 4
c,t .
Vim = 1 Vm, it (®))
C
w,>uw, Vi<j Vm 6)
Lt Gt gr,Cit [ [ .

Zfon’ yi,mdugn > u,, A, Vm,i @)
teT reR

r,i,t C,t gr.ct N
E E E X, yi,mdui,, <A, VYm ®)
teT reR u;‘ﬂgUm

rit

X Y thy € {0, 1}, ©)

The maximization problem given in (2) targets to accommo-
date the maximum number of users to satisfy the constraints.
Constraint (3) indicates that an RB can be allocated to one
UE at any given time. Equation (4) indicates that MCS chosen
for a user cannot be greater than maximum MCS supported
by any RB r at that time. Moreover, (5), ensures that a sin-
gle MCS level is chosen for a user at time 7. Constraint (6)
ensures that scheduling order determined by the MVNO sched-
uler is maintained in allocating resources. Equation (7) meets
the minimum data rate requirement for each user belonging
to an MVNO. Equation (8) indicated the maximum data rate
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TABLE I
NOTATION TABLE

Symbol Definition
M A set of MVNOs requesting slices from NO.
AL, Minimum data rate req. for user ¢ in MVNO m € M.
Am, Maximum allowable throughput for a slice m € M.
Um Scheduling List for MVNO m € M.
C A set of possible MCS values as per 3GPP specifications.
ul, Represents a UE ¢ belonging to MVNO m € M.
vot The modulation and coding rate for an RB
under MCS c € C at time t € T'.
qZ’,f The maximum MCS that can be used for a certain RB r
to user belonging to MVNO m € M at time t € T.
dZ’f’t The maximum achievable data rate by RB r
" fora UE u?, under MCS c € C at time t € T'.
c:nlai Maximum mcs that can be selected for a RB r

for user 7 at time ¢t € T'.
LT Slicing List - List of users to be scheduled across MVNOs

at time 7.
Cimaez Maximum MCS that can be selected for a user at any
TTIt e T.
ht Maximum achievable data rate for a user at each tti ¢.
¢ MCS used to achieve maximum data rate at each TTI ht.
At List to hold maximum data rate for each user for
every TTIt € T.
Riot Total available RB in the network.
R RB that have been already allocated in 7.
R RB that contribute to achieve maximum data rate ht at each
TTIt € T.
c MCS value for R’ that achieve the maximum data rate ht.
Rx Total RBs used to meet data rate requirements all the users

in time slot 7.
C'* MCS used for all the RB in Rx.
U Users served in time slot 7".

achieved by the resources allocated to MVNO is under the
maximum allowable throughput for MVNO. Table I highlights
all the notations used in this paper.

Theorem 1: The MaRS problem is NP-Hard.

Proof: In order to prove the NP Hardness, consider the
optimization problem defined in (2) for a single MVNO and
for a single time slot ¢ € T. Therefore, we drop the m and ¢
notation. Further, we consider channel condition is the same
across all base stations (and RBs), then the MCS level for all
the RBs will be the same, ¢ € C. This affects (7) and (8).
Therefore, we can rewrite the optimization problem and the
constraints as follow:

P2 : max ut (10)
Yoz (11)
rerR
X <Ay (12)
reR
b e {0, 1). (13)

Notice that P2 is a maximum coverage problem, which is
a classic NP-Hard problem [35]. Since the MaRS problem
can be modeled as a maximum coverage problem, the MaRS
problem is also an NP-Hard problem. |
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VI. MCS-AWARE RAN SLICING ALGORITHM

In this section, we develop the MCS-aware RAN slicing
Algorithm based on a greedy paradigm.

A. Key Intuitions Behind the Proposed Algorithm

The design of the MaRS algorithm is based on the following
key intuitions.

Intuition 1: From the MaRS problem objective function
[See (2)], it is obvious that we need to maximize the num-
ber of users that can be served in 7 for each MVNO m € M.
We consider the minimum data rate requirement to be per time
slot T and we say that a user u!, is served only if it is allocated
sufficient RBs such that its minimum data rate Al is met in
T. Based on this observation, we should minimize the number
of RBs utilized to serve each user.

Intuition 2: We sort the users across MVNOs in increasing
order based on their minimum data rate requirement Al . We
call it as Slicing List £7. Even though each user can have
its own minimum data rate requirement, we must follow the
scheduling order defined by the MVNO (6). That is, for some
MVNO m if the scheduling order is u}n, u,%w we must always
allocate resources to u!, first even if Al > A2, This ensures
that in a case of insufficient RBs to support all users in 7, the
user which is first in the scheduling order gets higher priority
than other users. However, we do not maintain any schedul-
ing order across MVNOs. That is, for any MVNOs m, n, the
Slicing List can be LT = {A}, A2, AL} if A2 < AL

Intuition 3: To incorporate the channel conditions in the slic-
ing decision, we must consider the effect of the MCS selection
on RB. In Fig. 3, we use an example to show the dependency
between MCS selection and the number of RB. Suppose a user
is requesting a data rate of eight from a base station which
has nine RBs. The channel conditions for each of the RB is
denoted in their respective grid position. If the BS chooses
MCS 3 for transmission, three RBs are required to meet the
user’s data rate requirement as 3 x 3 = 9. If BS chooses MCS
4 for transmission, the user’s data rate requirement can be
met by just two RB as 2 x 4 = 8. Therefore, choosing the
higher MCS reduces the RB utilization to meet the data rate
requirement. From the previous ideas, we know that we must
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Algorithm 1 Slicing List

Algorithm 2 MCS-Aware RAN Slicing Algorithm

1: Collect scheduling order and minimum data rate requirement Afn
for each user.

2: Generate a tuple for each user which contains MVNO id,
scheduling order, minimum data rate < m, i, AL, >, Vi, m.

: Add all users to the list LT = <m,i, AL, > 1,Vi,m.

: Sort £ based on Al

: Sort LT based on i.

- return LT

AN AW

use the least amount of resources to serve users to maximize
the number of users served. This implies we must choose the
maximum MCS for each user at any given time.

Intuition 4: The slicing decision is an iterative approach
wherein, we allocate the subset of unallocated RBs based on
its MCS level to a user of MVNO at each iteration. The slicing
decision is controlled by two main factors, the minimum data
rate requirement for each user A! and the maximum allow-
able throughput decided by the NO for each MVNO, A,,.
Eventually, the algorithm exits when all the users have been
served or when all RB are allocated.

B. Algorithm Details

In this section, we discuss how we utilize the MCS levels
on the RB in making the slicing decisions.

Recall that the first step in our algorithm is the generation
of the Slicing List £7. This depends on:

1) the minimum data rate requirement for each user

Afn Vuin, m;

2) the scheduling list sent by each MVNO U,,, Vm.

Using this information, the Slice Manager develops £
which is valid for time slot T by two-stage sorting, as shown
in Algorithm 1.

With the Slicing List £7 as the input, we present the
MCS-aware RAN slicing algorithm in Algorithm 2. The algo-
rithm outputs the least number of RBs and their MCS level
in the time slot 7" such that each user’s minimum data rate
requirement is met.

As discussed in the previous section, the algorithm uses an
iterative approach wherein at each iteration, it serves a user
according to £7. This algorithm consists of two key steps.

Step 1 (Finding the Optimal Number of RBs and Their MCS
Level Which Maximizes the Achievable Data Rate at Each TTI
t € T): This is addressed by iterating over the MCS values
that a user can support, followed by iterating over each TTIL.
Remember, the achievable data rate at each TTI is directly
related to the MCS level chosen for its RBs. Therefore, in our
algorithm, we iterate over each TTI, starting with the maxi-
mum MCS Cj,4y, first to calculate the data rate. We keep track
of the maximum achievable data rate by updating A’ after each
iteration of MCS c.

Step 2 (Greedily Allocate the RBs for Each User Such That
Their Requirement Is Met): Once we have the list containing
the maximum achievable data rate and the corresponding RBs
with the MCS value for each TTI Af, we now allocate the
resources to the user in 7. Our key idea is to minimize the
number of RBs for each user which will subsequently help us

Input: Slicing list £7, Ain minimum bit rate requirement for each
user belonging to mvno m, V¢ achievable bit rate with MCS level
¢ € C, maximum allowable throughput for a MVNO A, Vm, the
maximum mcs that can be supported by a resource block at TTI ¢,
g
Out]%ut: Set of allocated RBs R* and MCS level C*, for each user
in £'.

1: Initialize R* = ¢ and C* = ¢

2: Initialize already allocated RBs, R=¢

3: Total RBs, Rsor

4: for each user, u}, in £T do '

5: current data rate for each user, dj, = ¢

6: current data rate for each MVNO, d;, = ¢

7: if d,, > A, then

8

: break

9: for each MCS, ¢ = Cyigx, ..., 1 do

10: list to hold each TTI information, A" = ¢
11: imeRmt =d) then

12: return “No solution”

13: fort=0,...,T do

14: maximum data rate at tti t Af = ¢

15: for ¢ = Cygy, ..., c do

16: candidate RB for MCS ¢, Rean = ¢
17: for r € R[q[ do

18: if "NR = ¢ and ¢"! > ¢ then
19: Rean = Rean U'r
20: if Regn X v€ > h! then
21 W = Rean X V¢
22 R =Rean, ¢ =¢
23: add tuple Sf =<, R, W > to the list A’
24: sort A’ based on decreasing order of ¢’
25: for each tuple 8! in A’ do
26: hy = hy + 8:[h']
27: Ry = Ry USR]
28: cy=cy\J 85[0/]
29: if h, > AL, then
30: R* =R*UR,, R=RUR*
31: C*=C*Ucy
32: U=U+1
33: break

34: return U, R* and C*

in maximizing served users in 7. As discussed in the previous
section, to minimize the RB utilization, we need to choose the
higher MCS. Following this idea, we follow a greedy approach
wherein we choose the RBs with maximum MCS first in A’ to
meet the minimum data rate requirement for each user. This
enables us to choose the least amount of RBs and correspond-
ing MCS at each TTI ¢ € T, such that each user’s requirement
Al is met for time 7.

C. Time Complexity

We will now discuss the complexity of the MaRS algo-
rithm. To compute the maximum data rate for a user at each
TTI, the time complexity is O(|C||Rot|). In Algorithm 2, this
is calculated using the for loops on lines 4 and 9. We need
to compute this for the each TTI ¢ € T. This is calculated
using the for loop on line 13. Therefore, the total time com-
plexity to compute maximum data rate for a user in time 7
is, O(|T||C||Rwot]) (lines: 4-23). After that, we sort maximum
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data rate achieved across TTIs. The sorting operation in rep-
resented in line 24 which has the complexity of O(|T||logT}).
Now, we iterate over each element in the sorted list to meet
the data rate requirement, O(|T|). This is done by the for
loop on line 25. Then, the MaRS algorithm allocates the
optimal resources R, and chooses its MCS ¢, for each user
across TTI if possible for the current MCS ¢ (lines: 29-33).
Therefore, the total complexity for each iteration of c¢ is
O(TI|ClIRwt]) + O(TIogT]) + O(T]) = O(TI|ClIRiot])-
Since there are |C| possible values of ¢, the complexity is
O(IT||CI|Riwt]). Now, the MaRS algorithm calculates this for
every user in |LT|. Therefore, the total time complexity of the
MaRS algorithm is O(|LT||T||C|*|Riotl).

Theorem 2: If there exists a feasible solution for any given
user in LT, Algorithm 2 will find it.

Proof: As discussed in the previous section, for each user,
Algorithm 2, calculates the maximum achievable data rate for
each TTI ¢ € T. The algorithm goes over every possible com-
bination of the RBs and MCS to determine this data rate. Once
the algorithm generates A’, the maximum achievable data rate
for a user at each TTI, it proceeds with RB allocation. Now,
as long as the sum of the data rates in A’ is greater than the
minimum user data rate requirement, the algorithm provides
a solution. That is, given a finite set of unallocated RB and a
user u! with a minimum data rate requirement of Al

Y si[K] = A,

V8l eA!

(14)

the algorithm will find subset of RB and corresponding MCS
across T which meet A!, as long as (14) is met. ]

VII. PERFORMANCE BOUND

As proven in Theorem 1, the MaRS problem is NP-hard and
it is not feasible to find a polynomial-time optimal solution.
Therefore, it is vital to develop an upper bound for the objec-
tive function defined in (2). This upper bound can be used as
a benchmark to measure the performance of the scheduling
algorithm that we presented in Section V.

When R, the maximum number of RBs in time 7 is given,
our problem aims to find a subset of R for each user. Choice
of this subset depends on c, the MCS selected for them. Note
that, if we want to maximize (2), we need to find a subset that
contains the least amount of RBs.

Since we want to find an upper bound for objective function
in (2), let us consider a fictitious scenario of excellent channel
condition for every user in time 7. Therefore, every RB r € R,
can support the maximum MCS value that a user can support
during its allocation. That is

max __ r,t
q, =max q;.
m r,t

m

5)
We further consider that the MVNO scheduler always uses the
maximum MCS for each user. That is

(16)

We then proceed with the allocation of the RBs for each
user following the Slicing List, £'. In this fictitious scenario,
the data rate achievable for each user in time 7, is directly
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proportional to the number of RBs allocated to it at time 7.
Therefore, we can rewrite constraints (7) and (8) as

DN xdit = ul AL Ym,io (17)
teT rerR "
ZZ Z A - W (18)

teT reR yi €U,

We can see that the criterion to meet each user’s minimum
data rate requirement completely depends on the number of
RBs allocated to it. Since we assume the maximum MCS level
for each RB, any allocation of the RB with MCS dl:’,-y:’t, for a

user to meet A!, would use the least amount of RBs. Therefore,
if we use the least amount of RBs for every user, we can find
the maximum users that can be supported by the given set of
RBs R for time slot 7.

In this section, we developed a very intuitive-based upper
performance bound for the MaRS algorithm. In the follow-
ing section, we perform simulations of this upper bound and
compare the performance of the MaRS algorithm with it.

VIII. PERFORMANCE EVALUATION

In this section, we assess the performance of the MaRS
algorithm proposed in Section VI. We evaluate the MaRS algo-
rithm in terms of its ability to achieve our objective function
of maximizing the users served by varying various 5G network
parameters. We use the upper bound developed in Section VII
as the benchmark for this purpose.

A. Network Setting

We simulate a 5G NR base station deployed in a certain
environment serving A/ number of users. This BS and user
deployment can be modeled using any standard approaches,
such as hexagonal, square lattice, or stochastic geometry-
based Poisson point process [36]. We consider this BS to
be operating as a frequency division duplexing (FDD) system
with a channel bandwidth of 20 MHz, which is divided into
1200 subcarriers organized into Ry, =100 RB. while consid-
ering subcarrier spacing of 15 Khz. Each PRB represents the
minimum scheduling unit and consists of 12 subcarriers and
14 symbols.

For each user in the network, the expected channel condition
(in terms of MCS) is randomly chosen. For each MCS c¢, the
modulation and the coding rate v*! is obtained from [37].

Configurable Parameters: There are many configurable
system parameters, such as the time slot 7, number of MVNO
M, users of each MVNO u/,, the minimum data rate for
each user )\in, the maximum throughput allocated per MVNO
slice by NO A,,. We evaluate the performance of the MaRS
algorithm under the various combination of these settings.

The number of users served in the time slot 7 would be the
sole performance metric for all our simulation settings.

B. Results

In this section, we evaluate the proposed algorithm against
the upper bound against varying parameters.
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Fig. 4. MaRS algorithm Performance under different Rician factors.

TABLE II
SIMULATION PARAMETERS— VARYING CHANNEL PROPAGATION
Time Slot, T' 5
Number of MVNOs, M 2
Number of users per MVNO, u}, 10
Minimum Throughput required per user, A7, 50 Mb/Slot
Maximum allowed throughput per MVNO slice, A, || 500 Mb/slot
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Fig. 5. MaRS algorithm performance under different Time Slot 7.
TABLE IV
SIMULATION PARAMETERS—THREE NETWORK SCENARIOS
Scenario 1 Scenario 2 Scenario 3
T 50 50 50
M 3 2 3
ul, 15 10 5
AL, 100 Mb/Slot | 100 Mb/Slot | 50 Mb/Slot
Am 5 Gb/slot 5 Gb/slot 5 Gb/slot

TABLE III
SIMULATION PARAMETERS—VARYING SLICE SLOT TIME T

T 20,50,100
M 2
ul, 10
Al 100 Mb/Slot
Am 5 Gb/slot

Varying Channel Propagation: We first evaluate the
performance of the MaRS algorithm under channels with vary-
ing LOS signal strength. We assume the Rician fading channel
with no frequency and time correlation.

Fig. 4 compares the performance of the MaRS algorithm
against the upper bound for different Rician factor K. The
configuration used for the experiments is listed in Table II.

Under this configuration, we can see that the MaRS algo-
rithm can achieve near-optimal performance. In particular,
when the Rician factor K = 0 (i.e., the Rayleigh fading),
4 and 8, the number of users served by the MaRS algorithm
is within 10% of the respective upper bound. For K = 8§,
the performance of the MaRS algorithm is as good as the
upper bound. This can be attributed to the higher availabil-
ity of resources that can be allocated to the fewer number of
users.

Varying Time Slot T: We now evaluate the MaRS algo-
rithm by varying the slice time slot. Increasing the time slot
T increases the available resources to meet slice requirements
per T. Therefore, for this experiment, we increase the mini-
mum data rate requirement for each user while also increasing
the maximum available throughput. We consider the Rayleigh
fading to model the channel and generate MCS values for each
user. Table III shows the configuration used.

Fig. 5 shows the performance of the MaRS algorithm in
comparison with the upper bound. Clearly increasing the num-
ber of available resources, increases the performance of the
MaRS algorithm. This is evident in Fig. 5 for 7 = 100 TTIs,
where the MaRS algorithm catches up with the upper bound
in terms of the number of users served across MVNOs.

s Upper Bound
I MaRsS Algorithm

N w I
o =) )

Number of users

-
5]

Scenario 1 Scenario 2 Scenario 3

Fig. 6. MaRS algorithm performance comparison for three scenarios.

Varying Other Simulation Parameters: We now vary
other system parameters to evaluate the MaRS algorithm
performance. We understand the behavior of the MaRS algo-
rithm by considering three scenarios of the network configu-
rations as shown in Table IV for our simulations. We assume
Rayleigh fading channels for all the simulations.

In Fig. 6, Scenario 1 represents a network scenario where
there are many users with high minimum data rate require-
ments and few resources to allocate them. Here, we can see
that the MaRS algorithm is within 5% of the upper bound. In
Scenario 2, we decrease the load on the base station by reduc-
ing the number of MVNOs and users. Even in this case, we can
see the MaRS algorithm achieves near-optimal performance.
Finally, in Scenario 3, where the number of RBs is plenty, we
see that the MaRS algorithm performs as well as the upper
bound.

Varying User Data Rate Requirement: Further, we varied
the data rate requirement for each user in the network under
these three scenarios (Fig. 7). We choose a random data rate
requirement for each user between 10 and 150 Mb/slot, the
results obtained are similar to the previous case where the
data rate is fixed.

Fast Changing Channel: Until now, we have considered
time correlation for each user in the network where the channel
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random data rate for each user.

TABLE V
SIMULATION PARAMETERS—FAST CHANGING CHANNEL

T 20,50,100
M 2
ul, 30
At || 10 Mb/Slot
Am 250 Mb/slot

50 48 48
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Fig. 8. MaRS algorithm performance for fast changing channels.

conditions remain constant for each user in time slot 7. We
now consider a network scenario where the channel conditions
for each user change at each TTI. We still assume Rayleigh
fading channels with no frequency correlation. Table V shows
the settings used for this evaluation.

Fig. 8, represents the obtained results. We can see that
the MaRS algorithm performance is within 5% of the upper
bound. As mentioned in the earlier section, we have developed
the MaRS algorithm and evaluated its performance for near
real-time and nonreal-time configuration of the RIC in O-RAN
architecture. By demonstrating that the MaRS algorithm’s
performance is near optimal, we can say the MaRS algo-
rithm is a viable option for deployment for nonreal-time and
near-real-time RIC.

RB Utilization: Finally, we evaluate the performance of the
MaRS algorithm in terms of the number of RB utilized to
serve the users across all MVNOs in the networks. We say a
user is served when its minimum data rate is met at time slot
T. We measure the number of RB utilized to serve users in
three scenarios presented earlier under different MCS selection
criterion. MCS selection criterion.

1) Maximum MCS: We assume that each RB in T for a

user can support the maximum MCS.

IEEE INTERNET OF THINGS JOURNAL, VOL. 9, NO. 6, MARCH 15, 2022
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Fig. 9. Comparison of the MaRS algorithm against static allocation

algorithms for RB utilization.

2) Average MCS: We calculate the average MCS level for
a user across 7 and assume that each RB in T supports
this average value.

3) Lowest MCS: We calculate the lowest MCS level for a
user across 7 and assume that each RB in T can only
support the lowest value.

Fig. 9 shows the obtained results. It is evident that the max-
imum MCS selection criteria use the least amount of RBs
to serve users. This is understandable as we assume the best
channel conditions for all RBs. But, there may be significant
retransmissions which would increase latency. However, The
performance of the MaRS algorithm outperforms the average
MCS and lowest MCS selection criteria. There is a signifi-
cant decrease in the number of RBs used to serve the users
using the MaRS algorithm when compared to these criteria.
Therefore, using the MaRS algorithm we can serve more users
in a time slot T than using the lowest MCS and average MCS
static algorithms.

IX. CONCLUSION

In this article, we investigated the problem of RAN slicing
in a multi-MVNO environment with varied users having min-
imum data rate requirements as a specification for the users.
First, we discussed the SD-RAN architecture and discussed
its operation flow. Then, we formulated the MCS-aware RAN
slicing (MaRSP) problem as an optimization problem with
an objective function to increase the number of supported
users at each time slot 7. We proved that the MaRSP problem
is NP-Hard. Next, we developed the novel MaRS algorithm
where we maximize the data rate for each user at each TTI and
assign resources to it based on a greedy paradigm. We also
showed that the MaRS algorithm has polynomial time com-
plexity. Following that, we developed an upper performance
bound for the MaRS algorithm by considering no frequency
and time correlation. Finally, we carry out a thorough evalua-
tion of the MaRS algorithm under various network and channel
scenarios. Results conclude that the proposed slicing algorithm
achieves near-optimal performance when compared with the
upper bound. Through various simulation settings, we have
also shown that the MaRS algorithm is easily scalable. In com-
pliance with the O-RAN architecture, we have seen through
results that the MaRS algorithm can be applied to nonreal-time
and near-real-time RIC deployments. Using the RB utilization
as a metric, we have compared the performance of the MaRS
algorithm with other static allocation algorithms. We see that
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the MaRS algorithm outperforms many static allocation algo-
rithms by using the least amount of RBs to serve the minimum
data rate requirement for each user. As promising directions
for future works, we can investigate how the upper limit for
the MVNO can be identified and verify the applicability of
the MaRS algorithm for uplink communication.
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